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1
ITERATIVE RECONSTRUCTION METHOD
WITH PENALTY TERMS FROM
EXAMINATION OBJECTS

PRIORITY STATEMENT

The present application hereby claims priority under 35
U.S.C. §119 to German patent application number DE 10
2011 081 413.2 filed Aug. 23, 2011, the entire contents of
which are hereby incorporated herein by reference.

FIELD

Atleast one embodiment of the present invention generally
relates to a method for calculating an MR image, which is
calculated using an iterative reconstruction method and/or an
MR system for this purpose.

BACKGROUND

In MR imaging parallel imaging techniques and iterative
reconstruction methods have produced very promising meth-
ods, which allow the recording time for producing an MR
image to be reduced or a higher spatial resolution to be
achieved for the same recording time. The main objective is
generally to reconstruct the “best” possible MR images from
undersampled MR data, in other words to reconstruct the MR
images without filling the associated raw data space or k
space completely with MR data. The problems that occur
with such methods are generally what are known as aliasing
artifacts or slow convergence rates during iterative recon-
struction, generally resulting in long reconstruction times.

With iterative reconstruction methods the missing MR data
that has not been recorded is supplemented by prior knowl-
edge of the expected image. This prior knowledge feeds into
the optimization by means of so-called regularization terms
or penalty terms performed during the reconstruction
method. With such iteration methods only generic assump-
tions are made about the MR images to be reconstructed.
Information tailored to the specific examination object is not
used. The generic assumptions generally made about the
image to be reconstructed can for example include general
information about edges in medical images.

SUMMARY

At least one embodiment of the present invention provides
a method for the iterative calculation of MR images, which
converges quickly and in which the iteratively reconstructed
MR images have few artifacts.

Example embodiments are described in the dependent
claims.

According to a first aspect of at least one embodiment of
the invention, a method for calculating an MR image of a
target layer from an examination object is provided, wherein
the MR image is calculated using an iterative reconstruction
method. According to one step of the method MR data is
acquired from an initial layer of the examination object. In a
further step information produced by the examination object
is determined from the acquired MR data of the initial layer
and a penalty term is calculated from the information pro-
duced by the examination object. The iterative reconstruction
of'the MR image is then performed for the target layer taking
into account the determined penalty term. By determining the
penalty term from MR data of the examination object it is
possible to improve the iterative reconstruction, since infor-
mation produced by the object is fed in during the iterative
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reconstruction. Further knowledge of the examination object
is therefore available, which can be taken into account during
the iterative calculation of the MR image.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the invention are described in more detail
below with reference to the accompanying drawings, in
which:

FIG. 1 schematically shows the structure of a magnetic
resonance system, with which MR images can be recon-
structed using iterative reconstruction methods, which use
penalty terms produced by the object,

FIG. 2 shows a sequence of steps to take account of infor-
mation produced by the object during the iteration,

FIG. 3 shows the application of the method to blood vessels
with identified blood vessels and the associated penalty term,

FIG. 4 shows a flow diagram to determine the iterative
reconstruction of the MR image, and

FIG. 5 shows a flow diagram illustrating the minimization
during the iterative reconstruction.

DETAILED DESCRIPTION OF THE EXAMPLE
EMBODIMENTS

Various example embodiments will now be described more
fully with reference to the accompanying drawings in which
only some example embodiments are shown. Specific struc-
tural and functional details disclosed herein are merely rep-
resentative for purposes of describing example embodiments.
The present invention, however, may be embodied in many
alternate forms and should not be construed as limited to only
the example embodiments set forth herein.

Accordingly, while example embodiments of the invention
are capable of various modifications and alternative forms,
embodiments thereof are shown by way of example in the
drawings and will herein be described in detail. It should be
understood, however, that there is no intent to limit example
embodiments of the present invention to the particular forms
disclosed. On the contrary, example embodiments are to
cover all modifications, equivalents, and alternatives falling
within the scope of the invention. Like numbers refer to like
elements throughout the description of the figures.

Before discussing example embodiments in more detail, it
is noted that some example embodiments are described as
processes or methods depicted as flowcharts. Although the
flowcharts describe the operations as sequential processes,
many of the operations may be performed in parallel, concur-
rently or simultaneously. In addition, the order of operations
may be re-arranged. The processes may be terminated when
their operations are completed, but may also have additional
steps not included in the figure. The processes may corre-
spond to methods, functions, procedures, subroutines, sub-
programs, etc.

Methods discussed below, some of which are illustrated by
the flow charts, may be implemented by hardware, software,
firmware, middleware, microcode, hardware description lan-
guages, or any combination thereof. When implemented in
software, firmware, middleware or microcode, the program
code or code segments to perform the necessary tasks will be
stored in a machine or computer readable medium such as a
storage medium or non-transitory computer readable
medium. A processor(s) will perform the necessary tasks.

Specific structural and functional details disclosed herein
are merely representative for purposes of describing example
embodiments of the present invention. This invention may,
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however, be embodied in many alternate forms and should not
be construed as limited to only the embodiments set forth
herein.

It will be understood that, although the terms first, second,
etc. may be used herein to describe various elements, these
elements should not be limited by these terms. These terms
are only used to distinguish one element from another. For
example, a first element could be termed a second element,
and, similarly, a second element could be termed a first ele-
ment, without departing from the scope of example embodi-
ments of the present invention. As used herein, the term
“and/or,” includes any and all combinations of one or more of
the associated listed items.

It will be understood that when an element is referred to as
being “connected,” or “coupled,” to another element, it can be
directly connected or coupled to the other element or inter-
vening elements may be present. In contrast, when an element
is referred to as being “directly connected,” or “directly
coupled,” to another element, there are no intervening ele-
ments present. Other words used to describe the relationship
between elements should be interpreted in a like fashion (e.g.,
“between,” versus “directly between,” “adjacent,” versus
“directly adjacent,” etc.).

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of example embodiments of the invention. As used
herein, the singular forms “a,” “an,” and “the,” are intended to
include the plural forms as well, unless the context clearly
indicates otherwise. As used herein, the terms “and/or” and
“at least one of” include any and all combinations of one or
more of the associated listed items. It will be further under-
stood that the terms “comprises,” “comprising,” “includes,”
and/or “including,” when used herein, specity the presence of
stated features, integers, steps, operations, elements, and/or
components, but do not preclude the presence or addition of
one or more other features, integers, steps, operations, ele-
ments, components, and/or groups thereof.

It should also be noted that in some alternative implemen-
tations, the functions/acts noted may occur out of the order
noted in the figures. For example, two figures shown in suc-
cession may in fact be executed substantially concurrently or
may sometimes be executed in the reverse order, depending
upon the functionality/acts involved.

Unless otherwise defined, all terms (including technical
and scientific terms) used herein have the same meaning as
commonly understood by one of ordinary skill in the art to
which example embodiments belong. It will be further under-
stood that terms, e.g., those defined in commonly used dic-
tionaries, should be interpreted as having a meaning that is
consistent with their meaning in the context of the relevant art
and will not be interpreted in an idealized or overly formal
sense unless expressly so defined herein.

Portions of the example embodiments and corresponding
detailed description may be presented in terms of software, or
algorithms and symbolic representations of operation on data
bits within a computer memory. These descriptions and rep-
resentations are the ones by which those of ordinary skill in
the art effectively convey the substance of their work to others
of ordinary skill in the art. An algorithm, as the term is used
here, and as it is used generally, is conceived to be a self-
consistent sequence of steps leading to a desired result. The
steps are those requiring physical manipulations of physical
quantities. Usually, though not necessarily, these quantities
take the form of optical, electrical, or magnetic signals
capable of being stored, transferred, combined, compared,
and otherwise manipulated. It has proven convenient at times,
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4

principally for reasons of common usage, to refer to these
signals as bits, values, elements, symbols, characters, terms,
numbers, or the like.

In the following description, illustrative embodiments may
be described with reference to acts and symbolic representa-
tions of operations (e.g., in the form of flowcharts) that may
be implemented as program modules or functional processes
include routines, programs, objects, components, data struc-
tures, etc., that perform particular tasks or implement particu-
lar abstract data types and may be implemented using existing
hardware at existing network elements. Such existing hard-
ware may include one or more Central Processing Units
(CPUs), digital signal processors (DSPs), application-spe-
cific-integrated-circuits, field programmable gate arrays (FP-
GAs) computers or the like.

Note also that the software implemented aspects of the
example embodiments may be typically encoded on some
form of program storage medium or implemented over some
type of transmission medium. The program storage medium
(e.g., non-transitory storage medium) may be magnetic (e.g.,
a floppy disk or a hard drive) or optical (e.g., a compact disk
read only memory, or “CD ROM”), and may be read only or
random access. Similarly, the transmission medium may be
twisted wire pairs, coaxial cable, optical fiber, or some other
suitable transmission medium known to the art. The example
embodiments not limited by these aspects of any given imple-
mentation.

It should be borne in mind, however, that all of these and
similar terms are to be associated with the appropriate physi-
cal quantities and are merely convenient labels applied to
these quantities. Unless specifically stated otherwise, or as is
apparent from the discussion, terms such as “processing” or
“computing” or “calculating” or “determining” of “display-
ing” or the like, refer to the action and processes of a computer
system, or similar electronic computing device/hardware,
that manipulates and transforms data represented as physical,
electronic quantities within the computer system’s registers
and memories into other data similarly represented as physi-
cal quantities within the computer system memories or reg-
isters or other such information storage, transmission or dis-
play devices.

Spatially relative terms, such as “beneath”, “below”,
“lower”, “above”, “upper”, and the like, may be used herein
for ease of description to describe one element or feature’s
relationship to another element(s) or feature(s) as illustrated
in the figures. It will be understood that the spatially relative
terms are intended to encompass different orientations of the
device in use or operation in addition to the orientation
depicted in the figures. For example, if the device in the
figures is turned over, elements described as “below” or
“beneath” other elements or features would then be oriented
“above” the other elements or features. Thus, term such as
“below” can encompass both an orientation of above and
below. The device may be otherwise oriented (rotated 90
degrees or at other orientations) and the spatially relative
descriptors used herein are interpreted accordingly.

Although the terms first, second, etc. may be used herein to
describe various elements, components, regions, layers and/
or sections, it should be understood that these elements, com-
ponents, regions, layers and/or sections should not be limited
by these terms. These terms are used only to distinguish one
element, component, region, layer, or section from another
region, layer, or section. Thus, a first element, component,
region, layer, or section discussed below could be termed a
second element, component, region, layer, or section without
departing from the teachings of the present invention.
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According to a first aspect of at least one embodiment of
the invention, a method for calculating an MR image of a
target layer from an examination object is provided, wherein
the MR image is calculated using an iterative reconstruction
method. According to one step of the method MR data is
acquired from an initial layer of the examination object. In a
further step information produced by the examination object
is determined from the acquired MR data of the initial layer
and a penalty term is calculated from the information pro-
duced by the examination object. The iterative reconstruction
of'the MR image is then performed for the target layer taking
into account the determined penalty term. By determining the
penalty term from MR data of the examination object it is
possible to improve the iterative reconstruction, since infor-
mation produced by the object is fed in during the iterative
reconstruction. Further knowledge of the examination object
is therefore available, which can be taken into account during
the iterative calculation of the MR image.

The iterative reconstruction preferably has a minimization
step, in which a difference between measured MR signals
from a target layer and data resulting from a product of the
MR image to be calculated in the iteration and a reconstruc-
tion matrix A is minimized, with the determined penalty term
being taken into account during the minimization.

The iteratively calculated MR image is preferably an
angiography image and the information produced by the
examination is information about the position and/or exten-
sion of blood vessels in the target layer. In angiography
images the information represented spatially in the angiogra-
phy image is generally concentrated on a very small propor-
tion of the image points, specifically the image points repre-
senting blood vessels, while the other image points have no or
only very little signal intensity. Such information can be taken
into account during the iterative reconstruction. Also when
producing angiography image data it is possible to make use
of the knowledge that blood vessels, particularly in the
extremities of the body, only change direction and position to
a very minor degree. When the direction and/or extension of
the blood vessels is determined in the (freely selectable)
initial layer of the examination object, it is possible with the
aid of the penalty term to take account of the probability as to
where in the examination object the blood vessel will run in
the target layer. In this example the information produced by
the examination object can include the identification of the
blood vessels in an MR image produced from the acquired
MR data of the initial layer. If the position of a blood vessel in
the initial layer is known, it is possible to take account of the
position and/or extension of the blood vessels in the target
layer by means of the penalty term based on the blood vessel
continuity assumption. Larger deviations between the posi-
tion of the blood vessels in the initial layer and the position in
the target layer can in particular be penalized.

For example in the minimization step the penalty term can
be added additively as a further term to the difference, which
is minimized. This means that the difference plus the penalty
term, which contains the information produced by the object,
is generally minimized.

The penalty term can be based for example on a Gaussian
normal distribution, with the Gaussian normal distribution
here describing the probability of the position of the blood
vessels in the target layer based on the determined position in
the initial layer. The Gaussian normal distribution here can
parameterize information about the direction of propagation
of'the blood vessels and the brightness of the blood vessels in
the MR angiography image. Of course a probability distribu-
tion other than a Gaussian normal distribution can also be
used for the position of the blood vessels. Similarly the Gaus-
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sian normal distribution with its parameters can be tailored to
the examination object and the position of the examination
object in the body of the examined person.

The data of the initial layer can be determined with the aid
of MR measurements, in which the entire associated raw data
space is not recorded, just a part, in other words there is
undersampling of the associated raw data space.

The last reconstructed layer in each instance serves as the
initial layer for the next layer to be reconstructed. The infor-
mation about the initial object is thus likewise calculated in
already undersampled and iteratively reconstructed layers.
Undersampling can be selected here so that only 5% to 20%
of the associated raw data space is sampled to determine the
vessel information in the initial layer. The very first layer can
have a low undersampling factor, e.g. 25%. In other words
only 25% of the possible k-space points are recorded. Later,
when the second layer becomes the initial layer for the third
layer, higher factors can also be used (e.g. 5%).

In one embodiment MR images of the examination object
can be recorded in a number of parallel layers, with each kth
layer from the examination object forming a reference layer.
In this reference layer the undersampling factor is generally
lower, with for example 50% of the data being recorded. For
example k can have a value between 5 and 15. The images of
a target layer calculated during the iterative reconstruction
method are then compared with an MR image from a refer-
ence layer, preferably the reference layer closest to the target
layer. This allows the information in the penalty term to be
tailored more closely to conditions in the examination object,
as the information produced by the examination object is
closer to the target layer. A further embodiment provides for
the comparison with two reference layers, one before the
target layer and one after the target layer.

It is also possible during minimization to take account of a
further penalty term, which takes account of coil sensitivity
maps of the receive coils used to detect the MR signals. The
coil sensitivity maps can in turn be obtained from MR data,
with which the entire associated raw data space is not filled
with MR signals, just a central part of the associated raw data
space. These coil sensitivity maps can be acquired with sepa-
rate measurements for example.

The MR data of the target layer, for which the MR image is
to be iteratively reconstructed, is preferably a result of a
subtraction of two MR images. This focuses the spatial inten-
sity distribution in the MR image to be reconstructed signifi-
cantly on certain regions of the image and other image regions
have as good as no intensity. In such differential images only
a few spatially precisely located image points have greater
intensities. This information can be taken into account as a
penalty term when the MR image of the target layer is itera-
tively reconstructed.

At least one embodiment of the invention also generally
relates to a magnetic resonance system for calculating the MR
image from the target layer using an iterative reconstruction
method, the MR system having an MR sequence control unit,
which is configured to acquire MR data from an initial layer
of the examination object and from a target layer of the
examination object. An image computer unit is also provided,
which is able to determine information produced by the
examination object from the acquired MR data of the initial
layer and a penalty term from the information produced by the
examination object. The image computer unit also calculates
an iterative reconstruction of the MR image for the target
layer taking into account the determined penalty term.
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The MR image for the target layer is preferably iteratively
reconstructed using MR signals from the target layer, in
which the associated raw data space is not completely filled
with MR data.

FIG. 1 schematically shows an MR system 10, with which
MR images can be recorded of an examination object 11
disposed on a couch 12. The magnetization produced by a
magnet 13 is spatially encoded and deflected by switching
magnetic field gradients and HF pulses, with the MR signals
being detected using a number of MR signal coils 14a to 14c¢,
which are disposed around the examination object 11. For
clearer illustration, only the signal lines going out from the
individual receive coils are marked 14a to 14¢. A sequence
control unit 15 controls the switching of the magnetic field
gradients, the HF pulses and the signal read-out as a function
of the selected imaging sequence and determines the
sequence for gradient switching, the irradiation of the HF
pulses and the signal read-out. The sequence controller 15
controls an HF control unit 16, which is in turn responsible for
controlling the irradiated high-frequency pulses. A gradient
controller 17 is responsible for switching the magnetic field
gradients, which are predefined by the sequence controller
15. An image computation unit 18 uses the MR signals
detected by the coils 14a to 14¢ to calculate an MR image,
with the MR images in the present instance being recon-
structed using iterative reconstruction methods, as described
in more detail below. The MR images produced by the image
computation unit 18 can be displayed on a display 19. An
operator can use an input unit 20 to control the MR system 10.
The manner in which the sequence of magnetic field gradients
and the irradiation of HF pulses can be used to detect MR
signals is known to the person skilled in the art and is not
explained in further detail here.

It will now be explained in more detail in conjunction with
FIG. 2 how in the context of iterative reconstruction methods
a penalty term is incorporated, by way of which assumptions
relating to the continuity of the blood vessels are fed in. To
this end MR data of an initial layer is acquired. The MR image
shown in FIG. 2 is an MR angiography image 21, showing
two vessels 22 and 23. This MR image of the initial layer in
the examination object can be produced for example by only
acquiring central k-space lines from the initial layer during
signal detection. Acquisition of the data can take place using
anumber of receive coils 14 A-14C at the same time, as shown
schematically in FIG. 1. From the MR image it is now pos-
sible to determine information produced by an examination
object in the initial layer. This is shown in the MR image 25,
in which the MR image 21 has been segmented using seg-
menting algorithms, to identify the blood vessels 22 and 23.
Inthe segmented MR image 25 the blood vessels identified by
segmentation are again emphasized.

The equation used for general image reconstruction is as
follows:

y=AX, 4]
where y is the measured MR signals, A is a reconstruction
matrix and contains for example the Fourier coefficients and
x is the desired MR image. The desired MR image x can be
mapped in the normal manner by way of an inverse Fourier
transform.

With the parallel imaging methods used here additional
spatial information is also provided, which changes the above
equation by introducing a projection matrix P and also taking
into account the coil characteristics or coil sensitivity maps C.
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This means that the reconstruction matrix A also contains this
additional information in addition to Fourier coefficients.
The image reconstruction is formulated as a linear system:

y=AX ()]

In certain instances the above equation (2) can be resolved
directly. For example by inverting the matrix A by means of
the pseudoinverse matrix.

If, to shorten the measuring time, only a small part of the
raw data space is recorded, the above equation (2) can no
longer be resolved directly, so iterative reconstruction meth-
ods come into play. This means that instead of a direct inver-
sion a minimization problem is resolved with the following
equation:

minf|Ax -yl
x

®

One solution for such a minimization problem can be
found if additional information about the MR image to be
reconstructed is taken into account in a penalty term G(X).
The minimization problem then appears as follows:

min{|Ax -yl + G} @)

According to an embodiment of the invention this penalty
term G(x) now contains information produced by the exami-
nation object from the acquired MR data of the examination
object. Such information produced by the examination object
can be obtained from any layer of the examination object,
then referred to as the initial layer. When applied to the
example in FIG. 2, this means that the position of the vessels
in the initial layer is acquired and a penalty term is then
calculated, which contains a probability for the position of the
vessel in the target layer. FIG. 2 shows the penalty term 26 for
the different layers of the examination object schematically.
The penalty term can be based on a function, such as for
example a Gaussian normal distribution, which describes the
probability of the position of the blood vessels in the different
target layers. The construction shown as a penalty term 26 is
a reciprocal value of the probability. This means that as the
distance from the detected vessel in the initial layer shown at
the top increases, the probability decreases that the blood
vessel is contained in the target layer in the lower volume
shown. This penalty term, referred to as G(x) in the above
equation (8), is then applied to the measured raw data 27 of a
target layer.

The detected position of the vessels, their intensity, orien-
tation and further characterizing information are also
included here as parameters in the calculation of the penalty
term. For example when using a normal distribution the size
of'the vessel in the plane is fed into the standard deviation. As
can be seen schematically from the measured raw data 27 of
the target layer, not all the associated raw data space is
recorded in the target layer, just a part of the raw data space.
For example in a central region of the raw data space said
region can be recorded homogeneously with a constant den-
sity of k-space lines, while in an outer raw data region the
distance between the recorded raw data lines increases in an
outward direction.

FIG. 3 again shows the segmented MR image 25 with the
two identified vessels. The right image in FIG. 3 shows the
penalty term 26 in two dimensions at the level of the target
layer, which means that in the target layer the vessels are very
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probably present in the regions 31 and 32 and not outside
them. In the two-dimensional illustration of the penalty term
the size of the function can be color coded for example. This
produces the penalty term 26 in FIG. 3.

The initial layer and the target layers here can be either
spatially or temporally adjacent.

The additionally used prior knowledge of image content
allows the optimization to be performed in a more purposeful
manner, so the search for the correct search direction and the
correct step length are more specific. This means that the
iteration method converges more quickly in the optimization
step. Also the so-called aliasing artifacts resulting from the
sampling rate using the Nyquist criterion are reduced. As a
result higher undersampling factors can be selected, thereby
accelerating data acquisition overall.

FIG. 4 summarizes the method for the iterative calculation
of'the MR image in a target layer. After the start of the method
in step 40, in step 41 the MR data of the initial layer is
acquired. This MR data of the initial layer can in turn be
acquired by not sampling the associated raw data space com-
pletely. If the determination of an MR angiography image is
involved, step 41 can include the acquisition of two different
MR images with the formation of the differential image as the
initial image, as known to the person skilled in the art, when
an angiography image, with or without the use of contrast
agent, is to be produced. The MR image of the initial layer
acquired in step 41 can be for example the MR image 21
shown in FIG. 2. The penalty term is then acquired in a step
42. This is done by determining the position of the blood
vessels in the initial layer, for example by segmentation. From
this position of the blood vessels in the initial layer it is then
possible to determine the penalty term. The penalty term data
thus determined, for example the penalty term 26 in FIG. 2, is
used later during the iterative reconstruction of an MR image
ofatarget layer. In a step 43 undersampled MR data of a target
layer is acquired, for example using parallel imaging methods
and a number of receive coils. Then in step 44 an iterative
reconstruction of the MR image of the target layer takes place
taking account of the penalty term calculated in step 42. The
method ends in step 45.

FIG. 5 again shows a detailed illustration of the possible
iterative reconstruction step 44. The iteration method starts in
step 51 and in step 52 AHAXKk is calculated, where H is the
hermetic matrix of the reconstruction matrix A, which as in
equation (2) contains specified information about the coil
sensitivities of the individual coils and spatial information. In
a step 53 AHy is calculated and in a step 54 the difference is
minimized.

In this step 54, as specified in equation (8), the penalty term
is taken into account as a further element. This results in step
55 in a reconstructed image for the next iteration step. In step
56 it is checked whether the minimization was successful. In
this process the differential images can be considered for
example or a maximum number of iteration steps can be given
as an upper limit. If the iteration method has not ended, the
iteration variable is raised and a new iteration step is per-
formed (step 57). The method ends in step 58, if it has been
detected in step 56 that the minimization should be termi-
nated.

It is also possible, during the recording of a number of
parallel layers, for each kth layer where k is between 5 and 20
to form a reference, it being possible to compare the iterative
results of the previous measurements with the spatially next
reference layer. The undersampling for these reference layers
is smaller than for the other iteratively calculated data. For
example 50% of the k-space data or more can be acquired.
During the reconstruction of a number of layers for example
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the fifth layer can be a reference layer, with layer 4 being
iteratively reconstructed. This can then be compared with
layer 5, the reference layer, which was reconstructed without
the use of the penalty term. The result for layer 4 can then be
adjusted if necessary, with layer 5 in turn forming the initial
layer for the reconstruction of layer 6 and layer 6 being the
target layer. Itis likewise possible to use reference layers from
both sides. Then for example layer 5 and layer 10 can be the
reference layers, in other words both of these are recon-
structed without the use of a penalty term. For the reconstruc-
tion of layer 6 layers 5 and 10 can be initial layers with layer
6 as the target layer. The two initial layers can be included
with different weightings as a function of the different spatial
position or different time, at which layers 5 and 10 were
recorded in relation to layer 6.

In another embodiment it is possible for a number of layers
to be initial layers, with the result that the information about
the position of the vessels, the size and pattern of the vessels
and any bifurcations and the growth ofthe vessels is included.
This allows the penalty term to describe the position and
pattern of the vessels in the initial layers even more accu-
rately.

It is likewise possible for not just one initial layer but a
number of initial layers to be used, it being possible to obtain
the blood vessel information, such as for example a diameter
change, a direction deviation or information about a bifurca-
tion of a blood vessel, from this number of initial layers. This
information is then fed into the calculation of the penalty
term. In addition to the penalty term relating to the position of
the blood vessels, it is also possible to use a penalty term
which contains information about the coil sensitivity maps
used to acquire the MR data. A possible solution for the
iteration can be a quasi-Newton solution algorithm or even a
different optimization method.

The patent claims filed with the application are formulation
proposals without prejudice for obtaining more extensive
patent protection. The applicant reserves the right to claim
even further combinations of features previously disclosed
only in the description and/or drawings.

The example embodiment or each example embodiment
should not be understood as a restriction of the invention.
Rather, numerous variations and modifications are possible in
the context of the present disclosure, in particular those vari-
ants and combinations which can be inferred by the person
skilled in the art with regard to achieving the object for
example by combination or modification of individual fea-
tures or elements or method steps that are described in con-
nection with the general or specific part of the description and
are contained in the claims and/or the drawings, and, by way
of combinable features, lead to a new subject matter or to new
method steps or sequences of method steps, including insofar
as they concern production, testing and operating methods.

References back that are used in dependent claims indicate
the further embodiment of the subject matter of the main
claim by way of the features of the respective dependent
claim; they should not be understood as dispensing with
obtaining independent protection of the subject matter for the
combinations of features in the referred-back dependent
claims. Furthermore, with regard to interpreting the claims,
where a feature is concretized in more specific detail in a
subordinate claim, it should be assumed that such a restriction
is not present in the respective preceding claims.

Since the subject matter of the dependent claims in relation
to the prior art on the priority date may form separate and
independent inventions, the applicant reserves the right to
make them the subject matter of independent claims or divi-
sional declarations. They may furthermore also contain inde-
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pendent inventions which have a configuration that is inde-
pendent of the subject matters of the preceding dependent
claims.

Further, elements and/or features of different example
embodiments may be combined with each other and/or sub-
stituted for each other within the scope of this disclosure and
appended claims.

Still further, any one of the above-described and other
example features of the present invention may be embodied in
the form of an apparatus, method, system, computer program,
tangible computer readable medium and tangible computer
program product. For example, of the aforementioned meth-
ods may be embodied in the form of a system or device,
including, but not limited to, any of the structure for perform-
ing the methodology illustrated in the drawings.

Even further, any of the aforementioned methods may be
embodied in the form of a program. The program may be
stored on a tangible computer readable medium and is
adapted to perform any one of the aforementioned methods
when run on a computer device (a device including a proces-
sor). Thus, the tangible storage medium or tangible computer
readable medium, is adapted to store information and is
adapted to interact with a data processing facility or computer
device to execute the program of any of the above mentioned
embodiments and/or to perform the method of any of the
above mentioned embodiments.

The tangible computer readable medium or tangible stor-
age medium may be a built-in medium installed inside a
computer device main body or a removable tangible medium
arranged so that it can be separated from the computer device
main body. Examples of the built-in tangible medium include,
but are not limited to, rewriteable non-volatile memories,
such as ROMs and flash memories, and hard disks. Examples
of'the removable tangible medium include, but are not limited
to, optical storage media such as CD-ROMs and DVDs; mag-
neto-optical storage media, such as MOs; magnetism storage
media, including but not limited to floppy disks (trademark),
cassette tapes, and removable hard disks; media with a built-
in rewriteable non-volatile memory, including but not limited
to memory cards; and media with a built-in ROM, including
but not limited to ROM cassettes; etc. Furthermore, various
information regarding stored images, for example, property
information, may be stored in any other form, or it may be
provided in other ways.

Example embodiments being thus described, it will be
obvious that the same may be varied in many ways. Such
variations are not to be regarded as a departure from the spirit
and scope of the present invention, and all such modifications
as would be obvious to one skilled in the art are intended to be
included within the scope of the following claims.

What is claimed is:

1. A method for calculating an MR image of a target layer
from an examination object, wherein the MR image is calcu-
lated using iterative reconstruction, the method comprising:

acquiring MR data from an initial layer of the examination

object, the initial layer differing spatially from the target
layer;

determining information produced by the examination

object from the acquired MR data of the initial layer;
determining a penalty term from the determined informa-
tion produced by the examination object; and
performing the iterative reconstruction of the MR image
for the target layer, taking into account the determined
penalty term.

2. The method of claim 1, wherein the iterative reconstruc-
tion includes a minimization step, in which a difference
between measured MR signals from the target layer and data
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resulting from a product of the MR image to be calculated in
the iteration and a reconstruction matrix A is minimized, with
the determined penalty term being taken into account during
the minimization.

3. The method of claim 1, wherein the iteratively calculated
MR image is an MR angiography image and the information
produced by the examination object includes information
about at least one of a position and extension of blood vessels
in the target layer.

4. The method of claim 3, wherein the information pro-
duced by the examination object includes an identification of
the blood vessels in an MR image, produced from the
acquired MR data of the initial layer.

5. The method of claim 2, wherein, in the minimization
step, the penalty term is added additively as a further term to
the function to be minimized.

6. The method of claim 5, wherein the penalty term is based
on a Gaussian normal distribution, which describes the prob-
ability of the position of the blood vessels in the target layer.

7. The method of claim 6, wherein the penalty term param-
eterizes information about the direction of propagation of the
blood vessels and the brightness of the blood vessels in the
MR angiography image.

8. The method of claim 1, wherein MR images of a number
of'parallel layers of the examination object are recorded, with
each kth layer, where k is between 5 and 20, from the exami-
nation object forming a reference layer, with the images of the
target layer calculated using the iterative reconstruction
method being compared with the MR image from a reference
layer.

9. The method of claim 2, wherein, during the minimiza-
tion, a further penalty term is taken into account, which takes
account of coil sensitivity maps of the receive coils used to
acquire the MR signals.

10. The method of claim 9, wherein, in the reference layer,
araw data space associated with the reference layer is under-
sampled to a lesser degree than in the target layer.

11. The method of claim 10, wherein the coil sensitivity
maps are obtained from MR signals, with which an entire
associated raw data space is not filled with MR signals, just a
central part of the associated raw data space.

12. The method of claim 1, wherein the MR image recon-
structed using the iterative reconstruction method is a differ-
ential image of 2 MR images.

13. The method of claim 1, wherein, for the iterative recon-
struction, MR data from the target layer is recorded, with the
MR data of the target layer not filling an associated raw data
space completely.

14. The method of claim 1, wherein the penalty term is
determined by acquiring MR data from a number of initial
layers.

15. A magnetic resonance system for calculating an MR
image of a target layer from an examination object, wherein
the MR image is calculated using iterative reconstruction, the
magnetic resonance system comprising:

an MR sequence control unit, configured to acquire MR

data from an initial layer of the examination object, the

initial layer differing spatially from the target layer; and

an image computation unit, configured to

determine information produced by the examination
object from the acquired MR data of the initial layer,

determine a penalty term from the information produced
by the examination object, and

perform the iterative reconstruction of the MR image for
the target layer, taking into account the determined
penalty term.
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16. The method of claim 2, wherein the iteratively calcu-
lated MR image is an MR angiography image and the infor-
mation produced by the examination object includes infor-
mation about at least one of a position and extension of blood
vessels in the target layer.

17. The method of claim 16, wherein the information pro-
duced by the examination object includes an identification of
the blood vessels in an MR image, produced from the
acquired MR data of the initial layer.

18. The method of claim 17, wherein, in the minimization
step, the penalty term is added additively as a further term to
the function to be minimized.

19. A method for calculating an MR image of a target layer
from an examination object, wherein the MR image is calcu-
lated using iterative reconstruction, the method comprising:

acquiring MR data from an initial layer of the examination

object;

determining information produced by the examination

object from the acquired MR data of the initial layer;
determining a penalty term from the determined informa-
tion produced by the examination object; and
performing the iterative reconstruction of the MR image
for the target layer, taking into account the determined
penalty term, wherein the penalty term is based on a
Gaussian normal distribution, which describes the prob-
ability of a position of blood vessels in the target layer.

20. A non-transitory computer readable medium including
program segments for, when executed on a computer device,
causing the computer device to implement the method of
claim 1.

20

30

14



